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1. Introduction

Computer modeling of Chemical Vapor Deposition (CVD) reactors can greatly aid in the under-
standing, design, and optimization of these complex systems. Modeling is particularly attractive in
these systems since the costs of experimentally evaluating many design alternatives can be prohib-
itively expensive, time consuming, and even dangerous, when working with toxic chemicals like
Arsine (AsH;) : until now, predictive modeling has not been possible for most systems since the
behavior is three-dimensional and governed by complex reaction mechanisms. In addition, CVD
reactors often exhibit large thermal gradients, large changes in physical properties over regions of
the domain, and significant thermal diffusion for gas mixtures with widely varying molecular
weights. As a result, significant simplifications in the models have been made which erode the
accuracy of the models’ predictions. In this paper, we will demonstrate how the vast computational
resources of massively parallel computers can be exploited to make possible the analysis of mod-
els that include coupled fluid flow and detailed chemistry in three-dimensional domains.

For the most part, models have either simplified the reaction mechanisms and concentrated on the
fluid flow, or have simplified the fluid flow and concentrated on rigorous reactions. An important
CVD research thrust has been in detailed modeling of fluid flow and heat transfer in the reactor
vessel, treating transport and reaction of chemical species either very simply or as a totally decou-
pled problem. For instance, a good understanding of the behavior of a vertical rotating disk reactor
has been gained through fluid flow and heat transfer models that take advantage of the axisymme-
try of the reactor to reduce the problem to two spatial dimensions [6,7]. Using the analogy between
heat transfer and mass transfer, and the fact that deposition is often diffusion limited, much can be
learned from these calculations; however, the effects of thermal diffusion, the change in physical
properties with composition, and the incorporation of surface reaction mechanisms are not
included in this model, nor can transitions to three-dimensional flows be detected [8].

Two-dimensional models have also been used to analyze horizontal CVD reactors, by studying a
cross-section of the reactor. Jansen et al. [9] and Ouazzani et al. [10] studied a horizontal CVD
reactor with a tilted susceptor including a single transport equation for the limiting reactant, trime-
thylgallium (TMG). Unlike the rotating disk reactor, this configuration does not exhibit two-
dimensional solutions, so the effects of disk rotation and side walls on the flow and heat transfer
were neglected in their 2D model. Both papers did find that the Soret effect (thermal diffusion)
could significantly change the predicted deposition rate.

In addition to the quest to compute 3D solutions, the other main CVD research thrust has been to
incorporate detailed reaction mechanisms into reactor models that include transport effects. Due to
the expense of rigorous treatment of the reaction chemistry, many of these models have been one-
dimensional. Evans and Greif [11] presented a similarity solution for deposition on an infinite-
radius rotating disk that reduces the three-dimensional Navier-Stokes equations to a one-dimen-
sional model. This model was extended to include the transport equations by Coltrin et al. [12], a
technology incorporated into the analysis code SPIN [13]. Since the infinite-disk idealized geome-
try approximates the rotating disk reactor, the similarity solution has been used to develop reaction
mechanisms and kinetic parameters by fitting experimental data to the model predictions for the
deposition of Silicon [14] and Gallium Arsenide (GaAs) [15]. Improved reaction mechanisms
are continually being developed to model both gas phase and surface phase reactions. Examples
for Gallium Arsenide deposition include a detailed mechanism by Masi ef al. [16] with 17 gas
phase species and a reduced mechanism by Moffat ef al. [15] with 4 gas phase species with a sur-
face blocking mechanism.




Our research effort is aimed at the synthesis of these two areas: reactor models with coupled 3D
transport and detailed reaction mechanisms. Due to the large computational resources needed to
tackle such a problem, there are few attempts in the literature. Ouazzani and Rosenberger [17] and
Kleijn and Hoogendoorn [18] each solved three-dimensional models for reactant transport and
GaAs deposition in horizontal reactors. The first paper decoupled the species transport from the
fluid mechanics and heat transfer. Both works used solution procedures that require structured
grids, so the effect of a rotating disk could not be readily included.

As will be discussed in detail in Section 2, considerable effort has gone into the development of
the MPSalsa simulation code to make the CVD reactor model as accurate as possible. The diffu-
sive flux of species includes a mixture averaged approximation and true multicomponent formula-
tion with the effects of thermal diffusion included. All physical properties and reaction rates in the
model are allowed to vary as functions of composition and temperature using the Chemkin [3] and
Surface Chemkin {4] suites of library routines and the associated Tranlib [5] thermodynamic data-
base. The geometry is discretized using an unstructured finite element mesh, which can flexibly
represent complex geometries and features such as a rotating disk and allow increased mesh refine-
ment in areas where steep gradients are expected.

The numerical methods, which are also discussed in Section 2, must be both fast and robust to
form and solve the large set of discretized equations, and must be designed to run on a distributed
memory architecture. It cannot be assumed that the entire mesh will fit on a single processor, so
the mesh must be partitioned into hundreds or thousands of distinct domains, each to be loaded on
a separate processor, in a way that the work load is balanced over all processors and that communi-
cations between processors is kept near a minimum. This domain decomposition is computed as a
pre-processing step by the mesh-partitioning tool Chaco [19,20].

To solve the nonlinear coupled PDEs, a fully-coupled Newton’s method is used. In our formulation
the rows of the Jacobian matrix are stored fully summed. This storage uses considerably less mem-
ory than an element-by-element storage technique [21,22], and allows for the use of more sophisti-
cated preconditioners for the iterative linear solution methods. To solve the resulting linear
systems MPSalsa uses preconditioned Krylov methods as implemented in the Aztec iterative linear
solver library {23], which has a number of iterative solution methods for linear systems, including
GMRES [24], and domain-decomposition preconditioners.

These solution methods have high parallel efficiencies and have attained a peak speed of
210+GigaFLOPS (billions of floating point operations per second) on 7200 processors of the San-
dia-Intel TFlop computer at Sandia National Labs for a reacting flow application [25]. In addition,
the robust methodology has made it possible to directly reach steady-state solutions to many react-
ing flow problems from a trivial initial guess, including two of the three examples in this paper.

In Section 3 of this paper, we present results for three different reactor configurations that involve
three-dimensional flows and chemical reactions. The first results are for a benchmark calculation,
where we give evidence of the accuracy of our implementation by comparing a MPSalsa calcula-
tion with results from SPIN [13]. In the MPSalsa calculation, we solve the 3D problem for a disk
of finite radius and examine solutions near the center of the disk. The second set of results is for
the deposition of GaAs in a rotating disk reactor [6]. Our calculation is seen to match experimen-
tal results very well. The effect of the disk rotation rate on the rate and uniformity of the deposition
shows the importance of this operating parameter on the success of the growth run. Transient cal-
culations of the flow of non-reactive Helium through this reactor shows how transitions to
unsteady, three-dimensional behavior can be predicted as well. The third set of results is a calcula-




tion for a reactor that admits only three-dimensional solutions. We use the CVD geometry of Jan-
sen et al. [9] and model the deposition of GaAs in a horizontal channel reactor with tilted
susceptor and rotating substrate. In this brief study the effect of rotation rate on the flow behavior
and deposition rate uniformity is considered.

2. Model and Numerical Methods
2.1 Reacting Flow Model

In this section we discuss the governing equations for modeling reacting flow applications that are
included in the MPSalsa computer code as well as MPSalsa’s implementation of the finite element
method for massively parallel computer architectures. Details of this implementation can be found
in [1].

Table 1 shows the modeling equations implemented in MPSalsa that were used in this paper. The
incompressible, variable density Navier-Stokes equations for laminar, Newtonian flow together
with the continuity equation (with the anelstatic approximation) for total mass conservation govern
the fluid flow. The heat balance includes contributions from convection, conduction, and reaction,
but currently does not include terms coming from species interdiffusion, the Dufour effect, or radi-
ative heat transfer. An arbitrary number of chemical species balances, with mass fractions as the
primitive variables, include convection, diffusion, and reaction terms. The diffusive flux of each
species contains terms from a non-dilute mixture-averaged diffusion formulation (a true multicom-
ponent formulation is also available but has not been used for the results presented here) and for
thermal diffusion (the Soret effect). We solve N, -1 species balance equations with the last species
equation replaced by the algebraic constraint that the mass fractions sum to unity.

Table 1. Governing Transport Equations for flow, heat
transfer, and species transport and reaction. All physical
properties vary with temperature and composition.
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Balance: pa—'t]+p(u-V)u =V.o+pg,
where 6 = - PI+pu(Vu + VuT) — %u(V ~u)l
Total Mass
Balance: V.(pu) =0
Thermal Energy 3T Ns
Balance: pC‘p§+pCp(u-V)T = V~KVT—2 h W, 0

k=1

Mass Balance dY, pW, rVT

on Species k: P=p * p(u-V)y, =V (—_—_——DkVXk) +V. (Dk ——T—) + W, 0,

1<k<N, -1 w

Mass Balance Ng

onSpecies N;: | Y ¥; =1
i=1




For an accurate representation of reacting flows, all physical properties and reaction rates vary as a
function of the local composition, local temperature, and thermodynamic pressure, which is
assumed constant over the entire domain. This is done by linking with the Chemkin [3] and Sur-
face Chemkin [4] libraries and the Tranlib [5] thermodynamic database. For reacting surfaces
MPSalsa links with the Surface Chemkin library to model an arbitrary number of surface species
and reactions. The surface site fractions on reacting surfaces are additional degrees of freedom in
our solution. By using a pseudo steady approximation, which assumes that the time scale for the
surface reactions is much faster than that for changes in the gas phase, the surface site fractions
become an implicit function of the gas phase mass fractions and their calculation is decoupled
from the gas-phase calculations. From the surface site fractions, the flux of the gas phase species is
calculated to use as a boundary condition for the species balances. The sum of all these mass
fluxes at any point on the surface gives the total mass flux into the surface, which is used as a
boundary condition to specify the normal component of the velocity due to surface reaction --
often called the Stefan velocity. More details on this boundary condition and implementation are
included in the following references [1,4,26].

The computations presented in this work are over three-dimensional domains and for mechanisms
withup to 17 gas phase species, which leads to a model of up to 22 coupled nonlinear partial dif-
ferential equations. The solution to these equations is approximated using a Petrov-Galerkin finite
element method. All of the variables, (u, P, T, Y), are interpolated with trilinear basis functions
within each hexahedral element of the unstructured mesh. A discrete set of residual equations is
created by weighting each governing equation by each basis function and integrating over the
domain. An additional pressure stabilization term is added to the continuity equation residual
equations to allow for equal order interpolation of uand P [27,28]. The resulting discretized sys-
tem consists of up to 1(2;i equations and unknowns for the systems in this paper.

2.2 Numerical Methods

The MPSalsa reacting flows code has been developed to take advantage of the large speed and
memory of distributed memory parallel computers so that models involving coupled 3D flows and
detailed reaction mechanisms can be solved. Considerable investment was required in the develop-
ment of parallel algorithms to solve for large problems on unstructured finite element meshes. It
cannot be assumed that the entire mesh will fit on a single processor, so the mesh must be parti-
tioned into hundreds or thousands of distinct domains, each to be loaded on a separate processor,
and with each processor knowing which other processors it must communicate with to share infor-
mation. An optimized graph-based partitioning algorithm (developed as an independent utility
named CHACO [19,20]) is used to decompose an arbitrary unstructured finite element mesh into
nearly equally-sized subdomains such that a minimum of communication is needed between the
processors. This pre-processing utility runs on a single processor workstation, and requires only a
few minutes to partition the meshes used in this paper. The impact of the quality of this partition
on solution time is significant [29].

Since the transport equations are nonlinear, a robust solution procedure is used. A fully coupled
Newton’s method is used to solve the nonlinear problem, where all the equations are solved simul-
taneously, and all the interactions between the equations and variables are included in the Jacobian
matrix. Each processor computes the residual equation and associated rows of the Jacobian matrix
for the nodes it owns. Since these calculations are local, they exhibit near perfect scaling as the
problem size and number of processors are increased proportionally [29]. In our implementation
the matrix elements are fully summed. This method has the advantage of allowing a large set of




general algebraic preconditioners to be used. The ability to use robust preconditioning allows
MPSalsa to often go directly to steady-state solutions for complex stiff problems. Fully summing
the matrix rows also greatly reduces the operation count of the matrix-vector multiplication, which
is the inner loop in most iterative matrix solvers [30], and significantly reduces the memory
requirements for storing the matrix (over a stored matrix - element by element technique). In
MPSalsa, the dependence of the physical properties on the solution is currently ignored in the
Jacobian matrix for all properties except for the density and the reaction rate information. However
many steady-state calculations still converge in 6 — 12 Newton iterations.

At each iteration of the nonlinear solver, the linear system is solved iteratively using the Aztec
library of preconditioned Krylov solvers. The computational core of these methods is a matrix-
vector multiplication and the preconditioner, which dominates the cost of our entire solution pro-
cedure. In the calculations in this paper, we chose to first scale the matrix by a row-sum approach
and use an incomplete LU decomposition as the preconditioner [31], a combination that we have
found to be particularly robust. Then either the GMRES (Generalized Minimum Residual method
[24]) or TFQMR (Transpose-Free Quasi-Minimal Residual method [32]) solver were used as the
Krylov solver. For GMRES, a Krylov subspace size of 80 — 100 vectors was used and restarted up
to a maximum of 200-300 total iterations. When not enough memory was availabie on a given
number of processors to store the Krylov subspace vectors, the TFQMR method was used with a
limit of 400-600 total iterations.

We have a number of solution strategies in MPSalsa that form an outer loop around the nonlinear
solver routine. In this paper we have used the simple steady-state solver and an implicit pseudo-
transient calculation designed to reach steady-state quickly, which uses a forward-Euler, back-
ward-Euler predictor-corrector scheme. There is also an accurate transient solution strategy with
first and second order methods. For parametric and stability analysis studies, zeroth-order, first-
order, and pseudo arc-length continuation strategies have been implemented.

An additional complexity in performing massively parallel computations is the I/O. MPSalsa has
been used as the platform to develop Nemesis [34], a parallel I/O utility based on the Exodus [35]
format for storing finite element meshes and solutions, Using Nemesis each processor writes its
own output file to the parallel disk array, avoiding the bottleneck of hundreds of processors writing
to a single file. From these files we have the capability of restarting calculations from old solutions
as an initial condition for transient calculations or initial guesses for steady-state runs. At this time
visualization and other post-processing still requires the solution to be stored in a single file.

3. Results and Discussion

In this section we present results of calculations made using MPSalsa on the Intel Paragon at San-
dia National Laboratories. Three different three-dimensional reactor configurations were studied
for the vapor phase deposition of Gallium Arsenide (GaAs) from a mixture of trimethylgallium
(GaMe,;) and Arsine (AsH,) in excess Hydrogen (H,) carrier gas. Two different mechanisms
for the gas and surface reactions of these compounds have been used in the following calculation:
the blocking mechanism of Moffat et al. [15] which has 4 gas species, and a mechanism based on
Masi et al. [16] that has 17 gas phase species.

The first calculations are for an idealized geometry -- flow impinging on a spinning disk of infinite
radius -- for which there is a one-dimensional similarity solution that we use to benchmark our
three-dimensional calculations. The second set of calculations are for the rotating disk reactor, for
which we have experimental data to compare our computations against. The third set of calcula-




tions is for the horizontal CVD reactor with tilted susceptor, a geometry which admits no two-
dimensional solutions. All three hexahedral finite element meshes were generated using the pack-
age CUBIT developed at Sandia [36].

In each section, a short discussion follows the presentation of the results.
3.1 The Infinite Disk Benchmark Problem

To establish the accuracy of our formulation and implementation, we have used both MPSalsa and
the code SPIN [13] to calculate the deposition of GaAs in the idealized geometry of flow imping-
ing on an infinite rotating disk. The SPIN program makes use of the von Karmen similarity solu-
tion for this configuration which reduces the problem to a one-dimensional system. Both codes use
the same Chemkin, Surface Chemkin, and Tranlib libraries to calculate the reaction rates and phys-
ical and transport properties. The MPSalsa calculation is over a disk of finite radius and fully
three-dimensional; however, solutions are compared near the center of the disk where edge effects
are small.

The reaction mechanism of Masi, Simka, and Jensen [16] was used to model the gas and surface
reactions of this system. We included the modification of Moffat et al. [15], where the sticking
coefficient for GaMe, is dropped by two orders of magnitude. The mechanism consists of 17 gas
phase species, 6 surface species, and 2 bulk solid species, and has 24 gas phase reactions and 37
surface reactions. Danckwerts’ boundary condition [2] is used to specify the incoming mass flux of
the species since the diffusive flux can not be ignored for this low pressure system.

The parameters at which the comparisons are made are shown in Table 2. Figure 1 shows the sur-
face of the 3D finite element discretization used for the MPSalsa calculations, a discretization
which leads to a problem size of one million unknowns. An ILU method with no overlap between
processors with row-sum scaling of the matrix was used to precondition the linear system, which
was solved using the TFQMR method. The job was run on 1824 compute nodes of the Intel Para-
gon at Sandia National Laboratories. An attempt to calculate the steady-state directly from a trivial
solution did not succeed, so a transient scheme was used _t§) relax the problem. Twenty time steps,
with increasing step sizes starting from At = 4.0 x 10 ~ were taken to reach a time of ¢ = 1

second. From this solution, a jump to steady-state succeeded in 6 Newton iterations.

The total run required about 7 hours of compute time, with each fill of the Jacobian matrix and
residual vector requiring about 40 seconds, and each linear solve, including preconditioning,
requiring between 30 and 200 seconds, depending on the number of TFQMR steps taken. Most
time steps took 4-5 Newton iterations to converge.

A visualization of the flow at the steady-state solution is shown in Figure 2. The reacting and spin-
ning disk is colored black. Streamlines show an axisymmetric fiow solution, with flow entering the
top and leaving the sides.

Figure 3 compares the MPSalsa and SPIN solutions, by plotting 8 of the 22 variables as a function
of the distance above the disk: the temperature, the three velocity components, and the mole frac-
tions of 4 different species. The MPSalsa profiles are along a vertical line at radius r = 1. The
species mole fractions are in excellent agreement between the two codes -- even for trace interme-
diate species such as AsHMe -- not only throughout the gas phase but at the reacting disk surface
as well.




The agreement between the MPSalsa and SPIN calculations presented in Figure 3 verify the accu-
racy of our methodology and implementation. This includes the parallel aspects of the finite ele-
ment method, the nonlinear solution method, and the linear solver, as well as the following
phenomena: three-dimensional fluid mechanics, heat transfer, mass transfer with variable proper-
ties and thermal diffusion, gas phase reactions, surface reactions, and the Danckwerts’ boundary
condition. Even though the solution is axisymmetric, the MPSalsa calculation is truly 3D since it
uses a Cartesian coordinate system and a non-axisymmetric mesh.

3.2 The Rotating Disk CVD Reactor

The rotating disk reactor is designed to take advantage of the perfect theoretical uniformity of the
infinite disk configuration [8,6]. Figure 4 shows the geometry of this reactor, which consists of a
cylindrical can placed concentrically within a larger cylindrical reactor. The main flow direction is
axial, perpendicular to the top of the inner cylinder, which is the reacting surface. Spinning the
inner cylinder, including the reactive disk, creates flow fields similar to the theoretical solution for
the infinite disk configuration over much of the disk. The flow exits through the annular region
between the two cylinders.

3.2.1 Steady-State Deposition of GaAs

The finite element mesh on two cross sections of the domain is shown in Figure 4. The details of
the geometry, mesh, and parameters are given in Table 3. A reduced mechanism for the deposition
of GaAs developed by Moffat et al. [15] -- which includes 4 gas phase species, 3 surface species,
no gas phase reactions, and 3 surface reactions -- was used in these calculations. This reaction
model includes a surface blocking effect of surface AsH,, and fits deposition rate data well for a
range of inlet feed rates. With this mechanism, the reactor model consists of 9 coupled PDEs.

A steady-state calculation for the system of 438,147 degrees of freedom requires 10 minutes on
300 processors of the Intel Paragon at Sandia National Labs. An ILU decomposition with no over-
lap between processors, with row-sum scaling is used as the preconditioner. Calculations with the
block-Jacobi preconditioner -- which is simpler to implement and requires much less memory --
failed to converge to the steady-state without following a transient. The preconditioned linear sys-
tem was solved by a restarted GMRES method, with a Krylov subspace dimension of 150 vectors,
and a maximum of one restart per linear solve. The linear solver returned successfully when the
residual was dropped by a factor of 5 X 107,

Instantaneous contours of GaAs deposition in Angstroms/second are shown in Figure 5 for a disk
spin rate of 300 rpm. At these conditions, the solution is axisymmetric. Even though deposition
occurs over the entire disk of radius 3.75cm, the seeded crystal only covers out to a radius of
2.54cm. As can be seen in this figure, the deposition rate becomes highly non-uniform near the
edge of the disk where fresh reactants can diffuse from the flow that heads into the annular region
without passing over the disk.

Figure 6 shows a comparison of a MPSalsa calculation with experimental data {15] and a SPIN
calculation for the effect of disk spin rate on the GaAs deposition rate in the rotating disk reactor.
The SPIN calculation is for an infinite radius disk. Both the codes match the experimental data
well at high spin rates, but only MPSalsa matches the solution at low spin rates where wall effects
become more important. Appropriate error bars on the experimental data show all data points
intersecting the MPSalsa calculation. It should be mentioned that the kinetic parameters in the
reaction model were fit using SPIN from data gathered at 1000 rpm, including the three data points




shown here at 1000 rpm.

Using a first-order continuation method, the MPSalsa calculation for Figure 6 required about 2
hours on 300 processors of the Intel Paragon. Examination of the solutions showed that axisym-
metric, steady-state solutions exist all the way down to zero spin rate at these values, although we
have observed three-dimensional, unsteady solutions at other parameter values.

The results presented in Figure 6 for the rotating disk reactor show how the growth rate depen-
dence on spin rate is captured by the MPSalsa calculation, even at low spin rates. We were expect-
ing that the failure of the SPIN calculation to capture the behavior at low disk rotation rates was
due to three-dimensional, time-dependent behavior, but axisymmetric steady-state solutions per-
sisted to zero spin rate for this low density flow. Instead, it is the development of a parabolic flow
profile, with velocities in the center of the reactor increasing above the plug flow inlet velocity, that
is mainly responsible for the increase in the deposition rate above the SPIN prediction. Other runs,
not shown here, have shown that the temperature of the wall can have a large effect on the deposi-
tion rates at low spin rates, presumably by effecting the temperature-dependent properties such as
the viscosity and diffusion coefficients, as well as through the thermal diffusion mechanism (a.k.a.
the Soret effect). The SPIN solution does match the deposition rate very well for a wide range of
rotation rates. It can not, however, predict any radial variation in the growth rate.

The uniformity of the growth rate over the reacting surface as a function of the distance from the
center of the disk can be calculated by averaging the instantaneous deposition rate over the azi-
muthal direction. (The averaging is trivial for these solutions since the deposition rate is already
axisymmetric.) Figure 7 shows the deposition rate profiles over the disk for 5 different spin rates.
The large edge effects are evident in all cases. The uniformity of the deposition over the seeded
crystal varies from less than 1% at = 1000 to 15% at Q = 0. Even though the growth rate is
higher at 2 = 1300, Q = 1000 is a preferable operating condition because the growth is more
uniform, and uniformity can be linked to the quality of the electronic devices made from the crys-
tal. The matching condition for the given inlet flow rate (i.e., the spin rate of an infinite disk which
would naturally pump the flow at this rate) is 1000 rpm.

The study of the effect of spin rate on deposition uniformity in the rotating disk reactor, Figure 7,
shows a transition from concave deposition profiles at the center of the disk at low spin rates to a
convex shape at Q = 1300, and the flattest profile near = 1000. The result that the most
uniform growth in the rotating disk reactor occurs around £ = 1000 was expected since this
spin rate is the matching condition for our flow rate.

3.2.2 Transient Fluid Flow and Heat Transfer

The calculations presented here were motivated by the experimental studies of Breiland and Evans
[8], who investigated the conditions where the steady, axisymmetric flows in the rotating disk reac-
tor become unstable. In this section, we present one transient calculation for the flow of Helium
gas through the rotating disk reactor, at conditions where transient, fully three-dimensional solu-
tions have been measured by Breiland [37].

The geometry and conditions of the run are described in Table 4. The geometry for this calculation
is exactly the same as that in the previous section, as shown in Figure 4, and is discretized with a
slightly finer mesh. The physical properties in the momentum, total mass, and heat transfer equa-
tions are calculated using Chemkin to be those for pure Helium at 626 torr and are dependent on
the local temperature.




The problem was solved on 512 processors of the Intel Paragon at Sandia National Labs. A fully-
implicit, first-order, time integration scheme (forward-Euler predictor, backward-Euler corrector)
was used. The time step was adjusted based on a given error criterion using the method of Gresho
et al. [38]. Because the variability of the physical properties was not included in the Jacobian
(a.k.a. stiffness) matrix, a typical time step required 8 Newton iterations to converge, which is
higher than one would expect to see with a complete Jacobian. The calculation of the residual
equations and Jacobian matrix at each Newton iteration required 5 seconds, and a typical matrix
solution time was 10-12 seconds using the GMRES method with a block-ILU preconditioner and
row-sum scaling. Overall, the average time step required 2.5 minutes.

The long-time behavior of this calculation is shown in Figure 8, which shows the temperature at
the coordinates (3.8, 0.0, 2.5) and (0.0, 3.8, 2.5). The solution is stable and periodic. Temperature
readings at (-3.8, 0.0, 2.5) and (0.0, -3.8, 2.5) show that the solution exhibits 180 degree symmetry,
which means that the local solution vector X obeys the equation,

X(x9 y: Z)= X(_x, _yy Z) (1)

A comparison of the calculated period and amplitude of the temperature variations with thermo-
couple readings from three experiments [37] (one at the same conditions as the simulation, and
two at similar conditions) is shown in Table 5. The simulation and experiments all showed
unsteady solutions with uniform amplitudes and period. At other conditions, experiments pre-
dicted steady solutions and chaotic-appearing time histories. The amplitude of the oscillations in
the simulation agree well with those observed in two of the experiments, and the period matches
well with that seen in the third experiment. (The calculated period of 1.8sec is the time between
peaks of a curve in Figure 8. The real period of the flow is double that, 3.6sec, but because it
exhibits 180 degree symmetry, the temperature profile repeats every 1.8sec . This smaller number
is the fair number to compare with experiments, since they calculated the period by the single ther-
mocouple reading).

We are satisfied with the agreement between the predictions and measurements, considering the
many sources of discrepancies between the two, including (1) the calculation assumes a plug flow
inlet velocity, which only approximates the experimental system, and (2) there are two thermocou-
ples distorting the flow in the experiment, which may be responsible for slowing down the rotation
period. It is also likely that multiple long-time behaviors exist for reactors operated at the same
conditions, so perhaps our simulation reached a different attractor than the experimental runs.

The periodic solution is visualized in Figure 9 which shows the 7 = 330K iso-surface at time
t = 9.58sec. The 180 degree symmetry of the solution is evident. The long-time predicted
behavior is for this surface to rotate around the reactor every 3.6sec, which corresponds to a rate
of 17rpm. It would be interesting to study the complex interactions of fluid flow and geometry
that choose this rotation rate, which must bridge the non-rotating flow at the inlet and disk rotation
rate of 300rpm .

This one simulation shows promise that three-dimensional calculations can be used to identify sta-
ble and unstable ranges of operating and design parameters. These predictions could be especially

beneficial during redesign and scale-up of reactor vessels.

3.3 The Horizontal CVD Reactor with Tilted Susceptor
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The horizontal reactor with tilted susceptor and rotating substrate admits only three-dimensional
solutions. The reactor configuration is presented in Figure 10, along with surface elements of the
43,568 element mesh. Details of the geometry, mesh, and parameters are shown in Table 6. The
reactants enter the reactor through the rectangular region on the left. The bottom of the reactor
slopes up at a 9 degree angle, forcing the flow to accelerate. The outlet of the reactor has only one
quarter the area of the inlet face. The rectangular susceptor has a disk inset into the middle of it,
which spins to average out the deposition rate. Tilting the base of the reactor is designed to offset
the decline in deposition rate down the length of the reactor due to reactant consumption by accel-
erating the flow and shrinking the boundary layer over the disk, thereby decreasing mass transfer
resistance to the surface. The two refined bands in the mesh at the beginning and end of the suscep-
tor were added to resolve steep gradients in the deposition rate in the direction of the flow.

The reduced mechanism of GaAs deposition by Moffat er al. [15] is again used to model the
reactions. Steady-state solutions of 432225 unknowns were reached directly from a trivial initial
guess in 18 minutes on 288 processors of the Intel Paragon, using the same preconditioner, scaling,
and linear solver as the rotating disk reactor calculation above. Each loading of the residual vector
and Jacobian matrix required only 18 seconds, while the solution of each linear matrix problem
needed, on average, about 100 seconds.

A representative solution for flow and deposition in the horizontal reactor with tilted susceptor is
shown in Figure 11, for an inlet velocity of V = 30cm/sec and disk spin rate £ = 500 rpm.
Streamlines for fluid that enters near the base of the reactor show the effect of the counter-clock-
wise rotation of the disk -- one path illustrating how fluid can be entrained to make multiple passes
over the disk. The shaded contours on the susceptor visualize the gas phase mass fraction of
GaM e, approaching the deposition surface, which is nearly proportional to the deposition rate
since this is the limiting reactant. The asymmetry of the contours, which corresponds to non-uni-
form growth, illustrates the effect of large rotation rates.

This effect is examined in Figure 12, which contains contour plots of instantaneous GaAs deposi-
tion in Angstroms/sec at V = 30 cm/sec for three different spin rates: Q = 50, Q = 250, and
Q = 500. The surface finite element discretization over the disk is also shown. The solutions at
the two higher rotation rates clearly show how the spinning disk can skew the deposition; however,
the = 50 solution does not exhibit noticeable asymmetry. Deposition rates show decreased
deposition near the walls, which is due to the formation of a parabolic flow profile.

In Figure 13, the instantaneous deposition rates that are shown in the previous figure are azimuth-
ally averaged to account for disk rotation. The calculation of instantaneous deposition rates is
based on the assumption that the surface reactions occur much faster than the transport phenom-
ena, and the averaging assumes that the time for the growth run is long compared to the rotation
period. An increase in disk rotation rate is shown to make the deposition profile more non-uni-
form, from 7.0% at QQ = 50 t0 8.2% at Q = 500.

Useful information on operating the horizontal reactor with a tilted susceptor can be obtained from
this limited set of results presented in Figure 12 and Figure 13. The distortion of the instantaneous
deposition contours at high disk rotation rates, as seen in Figure 12, are seen in Figure 13 to have
an adverse effect on the uniformity of the time-averaged deposition profile; therefore, the reactor
should be operated at low disk spin rates. This is different from the rotating disk reactor, which has
an optimal spin rate far from zero. The symmetry of the instantaneous contours at = 50 show
that this constitutes a low spin rate. Since the time-averaging of the instantaneous deposition
assumes that the total growth run is long compared to the period of disk revolution, higher spin
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rates must be used for growth runs that last only a few seconds, and also during transients at the
beginning and the end of the run.

At the operating parameters of these calculations, the non-uniformity of the deposition rate due to
disk spin rate is minor compared to other factors, since the non-uniformity is still an unacceptable
7% at the lowest spin rate. Inspection of Figure 12(a) shows that a boundary-layer of lower deposi-
tion rates along the side walls reaches into the disk. We believe that this is an effect of the momen-
tum boundary-layer formed by the drag of the side walls, since a lower flow velocity will have a
decreased mass transport to the surface. The averaged deposition profiles show a marked decrease
in deposition at larger radii. These results suggest operation and design improvements that would
improve the uniformity of the deposition rate. An increase in the flow velocity would decrease the
size of the boundary layers along the side walls, so that the region of decreased deposition would
not reach the disk. A design alternative would be to move the side walls further from the center of
the disk, which would also move the boundary layer away from the disk. Both of these alternatives
would unfortunately result in an increase in raw materials usage.

We are performing calculations that attempt to locate the optimal operating conditions and design
of this reactor [39]. First, an objective function must be defined that collapses the entire finite ele-
ment solution into a single real number, one that rewards uniform growth and low materials usage.
By parameterizing the mesh motion so that design quantities such as the reactor width can be con-
tinuously varied, the objective function is then a function of just a handful of parameters. Optimi-
zation algorithms are then used to navigate parameter space and to locate the optimal parameter
values.

4. Conclusions

The MPSalsa massively parallel chemically reacting flows code has been developed to solve three-
dimensional flows (at low Mach number) coupled with chemical reactions using an unstructured
finite element method. Through the use of the Chemkin libraries, the gas phase reactions, surface
reactions, transport properties, and physical properties are rigorously modeled. Efficient and
robust parallel algorithms allow for rapid solution of large systems of equations.

Considerable effort has been made in our development to take advantage of the large computa-
tional speed available on distributed memory machines. These efforts include the mesh partition-
ing algorithm for load balancing, efficient inter-processor communication, and an optimized
matrix-vector multiplication routine. This has led to a top computation speed of 210+ GigaFLOPS
and near perfect scaling as the problem size and number of processors are increased proportion-
ately [25,29].

But since the goal is to solve the complex nonlinear problems, decisions have been made in the
development process that prioritize robustness as well as speed. All the sensitivities of each equa-
tion with respect to each variable are computed and stored in the Jacobian matrix. This fully-cou-
pled approach is memory-intensive, yet can be solved with Newton’s method for rapid
convergence.

Perhaps the most important investment in robustness is the use of expensive -- in terms of memory
and CPU time -- preconditioners to solve the linear matrix problem. We found for the problems
investigated here that an ILU factorization, which requires enough memory for a copy of the entire
Jacobian, was needed to reach steady-state solutions directly. Also, when using the GMRES itera-
tive technique, the ability of the linear solver to reduce the linear residual was highly dependent on

12



the size of the Krylov subspace. It was not unusual to need to store over 100 search vectors -- each
vector having the length of the number of unknowns in the problem -- to be able to converge to
steady-states from trivial initial guesses. It was not possible to get directly to the steady-state solu-
tion without following a transient for the infinite-disk benchmark problem with these methods,
which accounts for the disproportionately longer CPU time needed for this problem than the two
smaller steady-state reactor problems.

Since steady-state solutions were achieved for our reactor models in about 15 minutes on a fraction
of our machine, we have begun detailed analyses of these reactor models. This will not only
include parametric studies, such as the continuation run displayed in Figure 6, but optimization
studies over several parameters as well. Optimization of operating parameters, such as inlet flow
rates and disk rotation rates, can aid operators in understanding the responses of the reactor to
these parameters. Even more informative will be optimization studies that include design parame-
ters, which can not be affordably studied experimentally. Current efforts include the study of an
alternative inlet design of the rotating disk reactor to minimize raw materials costs while not sacri-
ficing growth uniformity, and a variation of the tilt angle in the horizontal reactor with tilted sus-
ceptor. Without the investment in efficient and robust methods for parallel solutions, detailed
analysis of these models would not be feasible.
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Table 2. Parameters for MPSalsa and SPIN calculations of
GaAs deposition via flow impinging on a rotating disk.

Height of inlet above disk 10 cm Pressure 70 torr
Radius of disk (MPSalsa only) 7.00 cm GaAs mechanism [16]
Rotation rate of disk, 30 rpm Number of unknowns per node 22

Inlet flow rate, V 10 cm/sec Number of Elements (MPSalsa) 41,819
Inlet mole fraction: (G aMe3 ) 0.000135 Number of nodes (SPIN) 229
Inlet mole fraction: (AsH ) ) 0.004395 Number of nodes (MPSalsa) 45,504
Inlet mole fraction: (H 2) 0.995470 Number of unknowns (SPIN) 5,038
Inlet gas temperature 300K Number of unknowns (MPSalsa) 1,001,088
Disk temperature 913K

Table 3. Parameters for MPSalsa calculations for GaAs

deposition in the vertical rotating disk reactor.

Height of inlet above disk 10 cm Wall temperature 293K
Radius of reactor 5.75 em Disk temperature 913K
Radius of reacting surface 3.8lcm Pressure 70 torr
Rotation rate of disk, (2 0--1500 rpm GaAs mechanism [15])
Inlet flow rate, V 29.15 cm/sec Number of unknowns per node 9

Inlet mole fraction: (GaMe 3) 0.000135 Number of Trilinear Elements 45,580
Inlet mole fraction: (AsH,) 0.004395 Number of nodes 48,683
Inlet mole fraction: (H2) 0.995470 Number of unknowns 438,147
Inlet gas temperature 303K

Table 4. Parameters for MPSalsa calculations for He flow

in the vertical rotating disk reactor.

Height of inlet above disk 10cm Wall temperature 295K
Radius of reactor 5.75cm Disk temperature 600K
Radius of reacting surface 3.8lcm Pressure 626 torr
Rotation rate of disk, Q 300 rpm Number of unknowns per node 5

Inlet flow rate, V 0.51 cm/sec Number of Trilinear Elements 47,004
Inlet mole fraction: He 1.00 Number of nodes 50,202
Inlet gas temperature 295K Number of unknowns 251,010
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Table 5. Comparison of the calculated transient temperature
behavior with three experimental results at the same or

similar conditions.

Source Inlet Velocity Period Amplitude

Present Calculation 0.51 cm/sec 1.8 sec 38C, uniform
Experiment [37] 0.51 cm/sec 8 sec 50 C, uniform
Experiment [37] 0.48 cm/sec 8 sec 45 C, uniform
Experiment [37] 0.46 cm/sec 2 sec 10 C, uniform

Table 6. Parameters for the MPSalsa calculation of GaAs
deposition in the horizontal reactor with tilted susceptor.

Reactor Length 22.0cm Inlet mole fraction: (H2) 0.995470
Reactor Length Before Tilt 3.0cm Inlet gas temperature 298K
Susceptor Length 10.0 cm Top Wall temperature 675K
Reactor Height at Inlet 4.0cm Susceptor and Disk temperature 913K
Reactor Width 9.0 cm Pressure 70 torr
Tilt Angle 9 degrees GaAs mechanism [15]
Disk Radius 3.5cm Number of unknowns per node 9

Disk Rotation Rate, 50-500 rpm Number of Trilinear Elements 43,568
Inlet Flow Rate, V 30 cm/sec Number of nodes 48,025
Inlet mole fraction: (G aMe3 ) 0.000135 Number of unknowns 432,225
Inlet mole fraction: (ASHZ) 0.004395
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Figure 2. Streamlines for the MPSalsa calculation of flow impinging on a rotating disk. The lower disk is
rotating at 30 rpm. The details of the calculation are shown in Table 2.
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Figure 3. A comparison of MPSalsa and SPIN for flow impinging on a rotating disk. The SPIN code
assumes that the disk has infinite radius, while the geometry of the MPSalsa calculation is described in
Table 2 and shown in Figure 1. The MPSalsa results are along a vertical line at a radius of 1 cm. The
excellent agreement benchmarks the accuracy of nearly all parts of our reacting flows implementation,
including surface and gas phase reactions, fluid flow, and heat and mass transfer. The temperature is in
degrees K, the velocities have units of cm/sec, while the species plot mass fraction. The abscissa is the
height above the disk in centimeters.
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Figure 4. A cross section and top view of the rotating disk reactor geometry, showing the finite element
mesh. The design consists of one cylinder inside a bigger one, with the reacting surface on the top of the

inner cylinder, which is usually rotating. The flow enters uniformly within the entire top circle, flows

over the disk, and flows out through an annular region. Details of the geometry and mesh are in Table 3.
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Figure 5. Instantaneous contours of GaAs deposition rate in the rotating disk reactor, labeled in units
of Angstroms/sec, which show an axisymmetric growth profile. This is a steady-state solution at
Q = 300 rpm, and details of the geometry, mesh, and other parameters are shown in Table 3. This

three-dimensional calculation with 438,147 unknowns to a steady-state from a trivial initial guess
required 10 minutes on 300 processors of the Intel Paragon at Sandia National Labs.
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Figure 6. Comparison of MPSalsa, SPIN, and Experimental data [15] for the deposition rate at the center
of the disk as a function of disk spin rate. See Table 3 for details of the geometry, mesh, and operating
conditions. For low spin rates, the outer wall -- not captured by the SPIN model but included in the
MPSalsa model -- significantly effects the deposition rate at the center. The kinetic parameters used in
both calculations were fit using SPIN, using this and other experimental data, at 1000 rpm [15].
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the seeded crystal is of practical interest. The uniformity of deposition over the seeded crystal ranges

from a less than 1% deviation at £ = 1000 upto 15% at Q = 0.
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Figure 8. Temperature at four positions for a transient calculation of flow in the rotating disk reactor. The

solutions at positions that are 180 degree angle apart coincide exactly while solutions at positions 90
degrees apart are directly out of phase, implying a period-2 solution. Conditions for this calculation are

shown in Table 5.
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Figure 9. Iso-surface corresponding to 7 = 330K attime ¢t = 9.58sec for the transient calculation

of Helium flow in the rotating disk reactor. The two-fold (180 degree) symmetry is evident. The two
peaks illustrate where the warm gas is being convected upward from the disk.
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Figure 11. Visualization of a solution for GaAS deposition in the horizontal CVD reactor with tilted

susceptor, at rotation rate 2 = 500 rpm and inlet velocity V = 30 cm/sec. See Table 6 for other
information geometry, mesh, and parameters. Streamlines released near the bottom of the inlet surface
show the effect of the spinning disk on the flow profile, including one path where the fluid gets entrained
for multiple passes over the disk. The shaded contours on the susceptor show the mass fraction of the

limiting reactant, GaMe3 , on the surface, which corresponds well with deposition rate. The asymmetry

in the contours is due to the disk rotation.
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Figure 12. Instantaneous contours of GaAS deposition rates over the entire susceptor in Angstroms/
sec, (a)-(c), and the surface elements of the finite element discretization, (d). Deposition is only seeded in
the center disk area, which spins. The main flow direction is up in these plots. The inlet velocity for all

three contour plots is V' = 30 cm/sec, with disk rotation rates (a) Q = 50, (b) Q = 250, and (c)
€ = 500 . The higher spin rates significantly deform the deposition rates from a symmetric solution.
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Figure 13. Time-averaged (i.e., azimuthally-averaged) GaAs deposition rates over the rotating disk in
the horizontal CVD reactor with tilted susceptor, calculated by integrating out the Q component of the
contours shown in the previous figure. The asymmetry caused by the higher disk rotation rates causes an

increase in the non-uniformity of the averaged deposition rates, from 7.0% at 2 = 50 to 8.2% at

Q = 500.
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